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Abstract—With the emergence of digital healthcare,
comes the need for an unobtrusive method for long-term
motion monitoring. In recent years, wearable sensors have
been utilized for motion monitoring to replace the con-
ventional camera-based systems. Despite several attempts
at measuring joint angles, designs for affordable and
low power-consuming systems were lacking. This article
explored the usage of ten low-cost, energy-efficient con-
ductive polymer composite-based strain sensors com-
posed of thermoplastic polyurethane elastomer matrix and
multiwalled carbon nanotube (CNT) to create a smart cloth-
ing system for the measurement of elbow and shoulder
joint angles. To overcome the time-varying and nonlinear
behavior of the proposed strain sensor, a novel architecture
of a convolutional neural network was designed to enhance
the mapping of sensor signals to joint angles by extract-
ing inter-sensor spatial and temporal information. Strain
sensors with different concentrations were fabricated and
characterized. It was found that 4 wt% CNT produced the
highest sensitivity due to the highest degree of macrostruc-
tural damage. Motion monitoring performance was eval-
uated on one volunteer performing different actions and
overall normalized root mean squared errors for elbow an-
gle and shoulder Euler angles were 6.77%, 7.19%, 6.31%,
and 8.22%, respectively.

Index Terms—Joints, motion estimation, piezoresistive
devices, sensor arrays, smart textiles, strain sensors, wear-
able sensors.
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I. INTRODUCTION

A S DIGITAL healthcare emerges, motion-capturing tech-
nology has gained increasing importance since it can

provide an unobtrusive method of capturing motion data on
patients with mobility impairments, which can be used to in-
crease efficiency in assessment tasks. For example, a full body
suit with 60 reflective markers and 16 cameras was used for
tracking the posture of the patients, and features such as posture
stability and action tremor were computed and used to classify
symptom severity of Parkinson’s disease patients [1]. A two-
camera marker-less system was used in [2] for skeletal tracking
of patients. Shoulder-elbow-wrist and head-hand distance were
extracted and used to predict Fugl-Meyer assessment scores in
a poststroke physical rehabilitation setting.

In recent years, there has been a growing interest in the
development of “smart clothing” by integrating sensors into
daily garments for motion-tracking applications. In general,
smart clothing aims to overcome the limitations of camera-based
motion monitoring systems, such as occlusion, portability, strict
workspace requirements, and privacy concerns. Despite numer-
ous attempts at accurately measuring joint angles, there is a lack
of practical solutions for long-term motion estimation.

Inertial sensors are the most attempted modality for motion
tracking in smart clothing. System-on-chip (SoC) is often cre-
ated using multiple inertial sensors including a tri-axial ac-
celerometer and a tri-axial gyroscope, as well as an additional
tri-axial magnetic sensor to compensate signal drift. Such SoC,
commonly referred to as inertial measurement unit (IMU) uses
extended Kalman filters-based algorithms to fuse its signals to
estimate the orientation of the body segment the IMU is attached
to relative to the geomagnetic field [3]. To track joint motions,
two IMUs are placed on either side of the joint. Relative changes
between the estimated orientation frames of the IMUs are then
used to extract the joint angles. Joint angle extraction can be
achieved through a rotation matrix estimation based algorithm
[4], complimentary filter based algorithm [5], and probabilistic
graphical models [6]. However, these methods rely on infor-
mation from magnetometers, which suffer significantly from
magnetic disturbances in indoor environments [7]. In addition,
IMUs have high power consumption, limiting their long-term
monitoring capability [8].

An alternative modality to inertial sensors is strain sen-
sors, which produce signals proportional to subjected to strain.
In contrast to IMUs, these stretchable strain sensors can be
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attached directly to the joints. For 1 degree of freedom (DOF)
motions such as knee bending and leg motion in the sagittal
plane, a simple linear model can be constructed to map sensor
signal to joint bending angle [9], [10]. However, for multi-DOF
joints such as shoulder joint, hip joint, and ankle joint, it is
challenging to obtain one-to-one mapping between one sensor
and one desired joint angle, as the strain signal results from the
combination of all joint angles. As a result, an array of sensors
is often placed around the joint to vary the insight from the
joint angles. To address the complexity of the sensor signal-joint
angle relationship, machine learning algorithms were often used
as the mapping model. For example, fully connected neural
network was utilized to map signals from a 4-sensor array to
a 3-DOF ankle joint angle [11], convolutional neural network
(CNN) was used to map 9-sensor array to the combination
of 3-DOF hip, 1-DOF knee, and 2-DOF ankle joint angles
[12], and CatBoost regression model was used to map 8-sensor
array to 3-DOF shoulder joint angles [13]. Although mapping
models in existing studies often included sensor signals across
various timesteps to extract temporal information, intra-array
spatial information, such as relative sensor locations, was often
overlooked. The 2-D convolutional kernels in the CNN model
extract information from neighboring signals in the 2-D input
matrix. This mechanism can be exploited by encoding both
intersensor spatial and temporal information in the input matrix
to facilitate simultaneous feature extraction in both dimensions.
The usage of CNN in [12] took advantage of encoding temporal
information. However, the arrangement of sensor order in the
input was arbitrary and can enhance spatial information by
enforcing the desired arrangement order.

Various strain sensors have been used in these motion-tracking
applications. They can generally be classified into two types
based on their output signals: capacitive sensors that gener-
ate capacitance signals and resistive sensors that produce re-
sistance signals. Capacitive strain sensors typically consist of
a three-layer structure, featuring a stretchable dielectric layer
sandwiched between two stretchable electrode layers. Silicon,
polyurethane (PU), and Ecoflex are commonly used as the di-
electric layer [10], [14], whereas carbon nanotubes (CNTs) and
conductive knit fabric have been used as electrodes [14], [15].
Capacitive sensors commonly exhibit high linearity, low hys-
teresis, but low sensitivity [15], while resistive sensors typically
have high sensitivity but low linearity. However, the nonlinearity
and time-varying behavior of resistive sensors can be addressed
through computational means such as long short-term memory
neural network [16]. Conductive sensors require a relatively
large sensing area to achieve sufficient baseline capacitance
values to combat parasitic capacitance in the readout circuit [15].
In contrast, resistive sensors achieve small footprint, allowing for
a dense array over small area [17]. Moreover, resistive sensors
are advantageous in facile readout circuits, as most resistive
systems use a simple voltage divider compared to the complex
circuits required for capacitive sensors, such as capacitance to
voltage converters [18]. Voltage divider circuits are less power
consuming than their capacitive counterparts, enhancing the
ability of the system for long-term motion monitoring. Volt-
age divider also uses low-cost electronic components, making

smart clothing more affordable. In the setting of a multisensor
array, the simplicity of the readout circuits, combined with the
inherent small footprint of the sensors, enables the design of
an ultra-compact electronics system, which is important for the
development of smart clothing.

Low-cost textile resistive sensors can be created through the
stitching of conductive threads such as silver-plated nylon [19].
The working principle of the textile sensor is that the number
of contact points within the stitches decreases as the textile
experiences elongating strain, reducing the resistance. As the
conductive threads are usually inelastic, the stretchability of the
textile sensor comes from the stitch structure including zigzag
stitch [20], overlocked stitch [21], and cover stitch [22]. How-
ever, the high friction of conductive threads often causes disrup-
tions in the embroidery machine, hindering the scalability of the
stitch-based textile sensors [23]. With the recent advancement in
nanomaterials, conductive polymer composite (CPC) has gained
increasing attention in the area of strain sensing due to its inher-
ent stretchability and ease of fabrication. CPC sensors are often
composed of soft elastomers matrix and conductive nanofillers,
such as CNT [24] and silver nanowires [25]. Extending from
our previous work on ultrathin pressure sensors [26], CPC com-
posed of multi-walled CNT (MWCNT) and thermoplastic PU
was (TPU) selected as the strain sensing material. TPU matrix
provides great biocompatibility and stretchability, making it
suitable for integration with smart clothing. Fabrication methods
for TPU/CNT CPC includes dip-coating [27] or spay-coating
[28] of TPU fibrous mat with CNT dispersion, and sequential
coagulation and compression molding [29]. Interfacial interac-
tion between CNT and TPU within the CPC fabricated through
both coating methods are relatively weak, which can lead to
the degradation of CNT layer. The detached CNT can cause
irritation when in contact with human skin, making it unsuitable
for smart clothing [30]. The sequential coagulation and com-
pression molding method produces a relatively large thickness.
To overcome these limitations, solvent casts were selected as the
fabrication method for their ability to create ultrathin TPU/CNT
sensing films with great structural integrity. In addition, the
facile fabrication method enables large-scale production of CPC
sensors. Although the promising strain sensing capability of
TPU/CNT has been documented, its integration into motion
monitoring applications remained unreported.

In this article, we target the challenge of multijoint motion
estimation in the upper extremities, specifically the estimation
of 3-DOF shoulder joint angles and 1-DOF elbow angle. A smart
clothing motion monitoring system was developed through the
integration of a 10-sensor array composed of TPU/CNT strain
sensors. Sensors with different CNT concentrations were fab-
ricated and characterized to determine optimal configuration.
The novelty of this article come in two folds: 1) the usage
of an alternative low-cost alternative sensing modality, namely
TPU/CNT strain sensors, to demonstrate its usefulness when
paired with a machine learning algorithm to overcome its lim-
itation; 2) the design of a novel CNN architecture to encode
reinforced spatial information in its input and facilitate the simul-
taneous intra-array and temporal feature extraction. In summary,
by prioritizing sensing modality with low power consumption,
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Fig. 1. Fabrication of TPU/CNT sensing film (created with bioren-
der.com).

ultrasmall footprint, and scalable fabrication method, we pro-
vided a framework for the development of affordable, comfort-
able smart clothing capable of long-term motion monitoring.

II. METHODOLOGY

A. Sensor Fabrication

The TPU/CNT piezoresistive sensing film was fabricated via
solvent casting method (see Fig. 1). The process involved the
following steps:

1) dispersion of CNTs in N,N-Dimethylformamide (DMF)
through ultrasonication for 30 min,

2) gradual addition of TPU pellets to the CNT dispersion
with magnetic stirring, followed by overnight mixing,

3) 15 min of ultrasonication,
4) 15 min of degassing in a vacuum chamber to remove air

bubbles, and
5) removal of the solvent in an 80-°C oven to produce the

TPU/CNT sensing film.
A 2-part syringe was used for transferring the polymer solu-

tion to avoid contamination from silicon oils typically present in
3-part syringes. Through this process, TPU/CNT nanocomposite
with different CNT concentrations was prepared.

To assemble the TPU/CNT sensing film into sensors, it was
cut into dog-bone-shaped specimens, and copper foil electrodes
were attached to the ends using silver paste. The dog-bone shape
helps reduce stress concentration at the interface between the soft
sensing film and the rigid copper electrodes [31]. The reduced
regions of the dog-bone-shaped specimens had an average length
of 20 mm, width of 5 mm, and thickness of 0.1 mm. Copper
wires were soldered to the electrodes to facilitate wiring to the
electronic readout system. The complete sensor was shown in
Fig. 2(a).

TPU pellets (PEARLBOND 12F75UV) were purchased from
Lubrizol Co and dried in an air-circulating oven at 80 °C before
use. MWCNTs (NC7000 with an average diameter of 9.5 nm,
length of 1.5μm, specific surface area of 250–300 m2/g, and vol-
ume resistivity of 0.0001 Ω·cm) were purchased from Nanocyl
SA. DMF (Certified ACS) was purchased from Fisher Chemical
and used as received. The cost of raw materials for each sensor is
approximately $0.003 CAD representing a significant reduction

Fig. 2. (a) Complete sensor and (b) complete smart clothing with
sensor location indicated in green.

compared to our previous work [32], which utilized off-the-shelf
CNT ink for conductive coating, costing roughly $1 CAD per
sensor.

B. Sensor Test

Conductivity analysis was carried out on 20 mm diameter,
0.1 mm thick disks of the sensing film using a dielectric analyzer
(DEA) from Novocontrol Technologies (Alpha-N High Resolu-
tion DEA). Input voltage signals with frequencies ranging from
10−2 to 102 Hz were applied, and the conductivity at 10−2 Hz
was used as the direct current conductivity.

Surface and cross-section morphology analysis was per-
formed using scanning electron microscopy (JEOL, JSM-
IT100). Cross-sections were obtained by immersing the spec-
imen in liquid nitrogen and fracturing it once it became brittle.

Electromechanical testing was done on the assembled
TPU/CNT sensors using a universal tensile testing machine (In-
stron, MicroTester 5848). Sensor resistance was measured using
a Wheatstone Bridge circuit with three equal fixed resistors.
The voltage signal across the fixed resistor in the fixed resistor
branch, denoted as V1, and the voltage signal across the fixed
resistor in the sensor branch, denoted as V2, were collected using
NI-DAQ-USB 6001. As such, the resistance of the TPU/CNT
sensing film, denoted as R, was calculated as follows:

R = (VinR
′) / (V1 − V2 + Vin/2)−R′ (1)

where R’ is the resistance of the fixed resistor, which was 68 kΩ
for all three fixed resistors, and Vin is the supplied voltage.

During the maximum sensing range test, specimens under-
went breakage or were strained to 500% at a rate of 5%/s. In
the cyclic loading test, the specimens were stretched to 50%
strain at 1%/s for ten cycles. In the varying strain rate test,
specimens experienced 50% strain at rates of 0.25, 0.5, 1, and
2%/s. To assess the long-term repeatability of the sensor signal,
the sensors were subjected to 50% strain for 200 stretch-release
cycles at the strain rate of 1%/s.

C. Smart Clothing Design

10 sensors in total were integrated into an off-the-shelf com-
pression shirt to create the smart clothing, which was specifically
designed to estimate the angles of the elbow and shoulder joints
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on both the left and right sides of the user. The estimated angles
were denoted as Θleft{eleft, ψleft, θleft, ϕleft} and Θright{eright,
ψright, θright, ϕright} respectively, with e denoting elbow joint
angles, and ψ, θ, ϕ denoting shoulder joint angles are in the
form of Euler angles in Y-X-Y order. To achieve this, strategic
sensor locations were chosen, as illustrated in Fig. 2(b). These
locations were selected to be perpendicular to the rotational axis
of the elbow and perpendicular to lines of nonextension near the
shoulder joint. This positioning maximizes elongation based on
previous research [4]. In total, ten sensors were utilized for both
sides. The readout circuit is composed of a voltage divider for
its simplicity. This involves measuring the voltage across a fixed
resistor (R’) and calculating sensor resistance (R) as follows:

R = R′ (Vin − Vout)/Vout (2)

where Vin is the supplied voltage and Vout is the measured
voltage across the fixed resistor.

Two Arduino Nanos were used to read the analog output
voltage signals from the 10 voltage divider circuits, which were
converted to their corresponding resistances using (2). Relative
resistance change (RRC) was then calculated for each sensor as
follows:

RRC = (R−Ro) /Ro (3)

where Ro is the initial resistance of the sensor, measured before
integration into the smart clothing. The RRC signals from the
left and right sides, denoted as Rleft{r1 … r5} and Rright{r6 …
r10}, were transmitted to a PC workstation at 100 Hz through a
wired connection.

The readout electronics were glued in the lumbar region of
the compression shirt, as shown in Fig. 1(b). 20 gauge wires
were used to connect the sensor to the readout circuit. Only a
few points on the wires were glued onto the compression shirt,
leaving sufficient slack in the wires to not impede motion. The
wires were connected to both ends of the sensor using wire
connectors. These connectors are glued to the compression shirt
to fix the location of the sensor. To reduce the relative motion
between the sensors and the compression shirt, the sensors were
taped onto the compression shirt at the electrodes.

The power consumption of the readout circuit for our smart
clothing motion capture system with 10 sensors is approximately
1 mW, whereas the power consumption for an 8-capacitive sen-
sor system in [13] is approximately 11.34 mW [33]. Moreover,
the readout circuit for our smart clothing costs approximately
$0.06 CAD per sensor, whereas the off-the-shelf readout circuit
used in [13] costs $1.84 CAD [33] per sensor.

D. Joint Angle Mapping Model

To establish a relationship between the resistance signals and
joint angles, a joint angle mapping model is developed for each
side, denoted as functions f and g

Θleft = f (Rleft) (4)

Θright = g (Rright) . (5)

The concept of posture synergy has gained attention in
robotics rehabilitation leading to the development of assistive

devices that mimic natural human movements [8]. Posture
synergy suggests that natural human movements often involve
moving different body segments synergistically, creating dis-
tinct patterns [9]. As a result, elbow and shoulder joint angles
can carry useful insights for each other as they often move
together during activities of daily living, therefore the inclusion
of all sensor signals can potentially improve the overall motion
monitoring accuracy. To address the time-varying behavior of
sensors, signals from previous time steps are included in the
input to the CNN. 25 timesteps of resistance signals from five
sensors are used as the input to the mapping model. The model
uses the following modules in sequence to estimate the joint
angles.

1) Creation of an activity image representing the motion; two
duplicates of the input signals were created and concate-
nated to the input ensuring that resistance signals from
different sensors are positioned adjacent to one another,
increasing spatial understanding.

2) Three 1-D convolutional layers to extract temporal fea-
tures for each sensor.

3) Two 2-D convolutional layer-max-pooling layer pairs to
extract spatial features between neighboring sensors.

4) Three fully connected layers for mapping of joint angles
using extracted spatial and temporal features.

The number of hidden units in the first CNN layer was adjusted
during hyperparameter turning, and was subsequently doubled
after each CNN layer following the convention of “VGG” ar-
chitecture [34], as shown in Fig. 3. The usage of convolution
kernels in the CNN model can attenuate signals in the higher
frequency range.

E. Data Collection and Model Training

One healthy male volunteer, age 25, performed various ac-
tions wearing the smart clothing, while a vision-based skeleton
tracking system simultaneously collected the ground truth joint
angle data. Actions including both elbow bending, only left/right
elbow bending, row, front raise, jumping jack, lateral raise, and
pectoral fly were performed. The volunteer was asked to perform
these actions for durations between 1 and 3 min at varying
frequencies. An Intel RealSense D455 depth camera was placed
approximately 1 m in front of the volunteer to capture depth
data. The usage of a depth camera was chosen to enable the
portability of the calibration process. In order to extract the
volunteer’s joint angles, Nuitrack SDK was used for full-body
skeletal tracking. Three-dimensional positions of wrist joints,
elbow joints, and shoulder joints were used for the computation
of ground truth joint angles, denoted as Θ’{e, ψ, θ, ϕ}. The joint
angle extraction module outputted Θ’left and Θ’right at 30 Hz.
To match the time stamps of the Rleft and Rright, the joint angles
were up-sampled via linear interpolation. As such, matching
datasets {Θ’left, Rleft} and {Θ’right, Rright} were created for
each action. Both the joint angles and the RRC signals were
then filtered using a Butterworth low-pass filter with a cutoff
frequency of 5 Hz.

A sliding window method with a window size of 25 and step
size of 4 was used on the R to create batches for each action
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Fig. 3. Architecture of proposed CNN model.

performed and for each left and right side. Each batch of R is
matched with a Θ’ corresponding to the last timestep.

In conclusion, 24 555 batches of R with matching Θ’ com-
bining all actions were created for each side. These batches
were then split into a test set, validation set, and training set.
The test set is constructed using the last 10% timesteps of each
action, and the remaining data is randomized into the training
and validation set with a 7:2 ratio. Calibration is accomplished by
the training of the networks f and g that aim to minimize the root
mean squared error (RMSE) between Θ and Θ’. Training of the
model was done by employing the Adam optimizer and using the
training set only. Throughout the training process, hyperparam-
eters such as learning rate and model hidden layers are adjusted
to minimize the RMSE on the validation set. Hyperparameters
including learning rate, batch size, weight decay, and number
of hidden layers were tuned based on RMSE evaluated using
the validation set. The values of hyperparameters are randomly
sampled in desired ranges, and automatically searched within
the first ten epochs via Ray Tune [35]. Hyperparameters were
tuned separately for the dataset from the left and right sides.
Approximately 20 min were required to determine the optimal
hyperparameters from 20 combinations of hyperparameters for
each side. The tuned hyperparameters were then used for further
training of 100 epochs taking approximately 20 min for each
size. Models were saved after each epoch, and the model with
the lowest validation loss was selected for testing.

III. RESULTS

A. Sensor Properties

To evaluate the effectiveness of the fabrication method, we
computed the percolation properties of the fabricated sensing
films, namely the percolation threshold, Φc, and the percolation
component, t. The properties are extracted from the measured
conductivity, denoted as σ, from specimens of using differ-
ent concentrations of CNT, denoted as, Φ. The conductivity
of the CPC sensing film is achieved through a network of
conductive CNTs embedded in the TPU matrix. At low Φ, there
are not enough conductive pathways for the nanocomposite to
be conductive. As Φ increases, more conductive pathways are
formed, reachingΦc where theσ of the nanocomposite increases
drastically. During preliminary testing, it was observed that the
drastic σ increase occurred between 2 and 2.5 wt% CNT. The
σ–Φ curve was plotted and shown in Fig. 4(a). According to

Fig. 4. (a) Curve fitting of experimental conductivity data to percola-
tion theory (inset of linearized curve). (b) RRC showed an exponential
increase when subjected to increasing strain (inset of gauge factor). (c)
SEM image of specimen 4C and cracks on the surface. (d) SEM of the
cross-sectional view of cracks of specimen 4C.

percolation theory, the relationship between the σ and Φ can be
described in the following equation:

σ = σo(Φ− Φc)
t (7)

where σ0 is a fitted constant proportional to the conductive
property of the filler. The fitted curve representing (1) as shown in
Fig. 4(a) yielded Φc = 2.125 wt%, σ0 = 7.05 × 10−6 S/cm, and
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Fig. 5. (a) Stress-time curve from cyclic loading test. (b) RRC-time
curve from cyclic loading test. (c) Example stress versus strain curve of
specimen 2.5C. (d) Example resistance versus strain curve of specimen
4C. (e) and (f) Mechanical and electromechanical hysteresis ratio for
each cycle.

t = 1.25. The value of Φc is estimated by choosing the value
that allowed for the best linear fitting (R2 = 0.884) of log(σ) and
log(Φ–Φc), shown in the inset of Fig. 4(a).

Specimens with CNT concentration higher than the perco-
lation threshold, specifically 2.5, 3, 3.5, and 4 wt%, denoted
as 2.5C, 3C, 3.5C, and 4C, respectively, were then fabricated
and further characterized. First, the maximum sensing range test
was conducted. The RRC-strain curve was plotted and shown in
Fig. 4(b). The sensitivity of the specimen in the form of gauge
factor (GF) was calculated as follows:

GF = d (RRC) /dε (8)

where dε is the incremental strain, and d(RRC) indicates the
incremental change of RRC. The RRC-strain curves of the
example specimens from each of 2.5C, 3C, 3.5C, and 4C were
plotted and shown in Fig. 4(b), and the derived GF-strain curves
were shown in the inset of Fig. 4(b).

To investigate the macro-structural damage done to the spec-
imen during the maximum sensing range test, surface and
cross-sectional morphology analysis was done on the post-test
specimens. SEM images of the surface and cross-section of 4C
were shown in Fig. 4(c) and (d), respectively.

The macro-structural damage was further studied by subject-
ing the specimens to cyclic loading. The stress-time curves of
the example specimens from each of 2.5C, 3C, 3.5C, and 4C
were plotted and shown in Fig. 5(a), and the RRC-time curves
of the example specimens from each of 2.5C, 3C, 3.5C, and 4C

TABLE I
MECHANICAL HS, ELECTRICAL HS, AND GF

Fig. 6. (a) 4C resistance signals when subjected to various strain rate.
(b) Strain of negative-to-positive Piezoresistivity switch during varying
strain rate test. (c) 4C resistance signals during long term repeatability
test. (d) Strain of negative-to-positive Piezoresistivity switch during long
term repeatability.

were plotted and shown in Fig. 5(b). The stress-strain curve of
2.5C specimen was plotted and shown in Fig. 5(c), with loading
and unloading regions represented in red and blue, respectively.
The mechanical hysteresis ratio (HS) can be calculated from the
stress–strain curves

HS = (Aloading −Aunloading)/Aloading × 100% (9)

where Aloading and Aunloading are areas under the loading and
unloading curves, respectively. The mechanical HS was cal-
culated for each cycle, and the HS-cycle curves were plotted
in Fig. 5(c). The resistance-strain curve of 4C specimen was
plotted and shown in Fig. 5(d). Similarly, electric hysteresis was
evaluated using (5), and the HS-cycle curves plotted in Fig. 5(f).

Mechanical HS, electrical HS, and GF were collected from
5 samples for each CNT concentration, and the results were
summarized in Table I. GF was calculated using the data from
the first loading cycle in a cyclic loading test via linear fitting.

Due to the consistent resistance response during dynamic
loading conditions and higher sensitivity, specimens with 4 wt%
CNT were chosen to be integrated into smart clothing, and
their sensing properties were further investigated. The elec-
tromechanical response stabilized after repeated stretch-release
cycles, so all integrated and tested sensors were pretreated with
cyclic stretching up to 100% strain for 10 cycles. To simulate
practical scenarios, one pretreated 4C specimen was subjected
to a varying strain rate test. The RRC-time curve was plotted and
shown in Fig. 6(a). As observed, the piezoresistivity switched
from negative to positive during loading, and vice-versa during
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Fig. 7. (a) Raw resistance signals from repetitive rowing actions. (b)
Raw resistance signal from left sensor 1 and left elbow bending angle.

unloading. The switch strain was obtained by finding the min-
imum RRC in each half cycle and matching its corresponding
strain, and the switch strain-time curves were plotted in Fig. 6(b).
Subsequently, the long-term repeatability test was conducted.
The RRC-cycle number curves were plotted and shown in
Fig. 6(c), and similarly, the switch strain-cycle number points
were plotted in Fig. 6(d). Ten 4C sensors were fabricated and
integrated into the smart clothing, with sensors having a mean
resistance of 214.6 kΩ and a standard deviation of 165.1 kΩ.

B. Motion Monitoring Performance

Fig. 7(a) depicted RRC signals in the portion of the test set
where the volunteer performed four repetitions of rowing action,
and distinct cyclic patterns were evident. A mainly negative
correlation was observed between the right elbow bending angle
and the RRC signal from right sensor 1, as shown in Fig. 7(b),
consistent with the sensor testing results. It is worth noting that
in Fig. 7(a) L sensor 2, R sensor 2, and L sensor 3 showed
positive RRC values while the rest of the RRC values remained
negative. This is attributed to the incomplete rearrangement
of the conductive pathways during the prestretching process,
causing the sensor resistance to increase further after integration
leading to larger resistance values than R0, thus the positive RRC
values. However, the conductive pathways in L sensor 2, R sen-
sor 2, and L sensor 3 quickly stabilized and consistent negative
piezoresistivity was observed. In addition, the observed variation
in the noise magnitude of the raw sensor signals is attributed
to the nominal resistance variability among the sensors. The
larger disparity between the sensor resistance and the reference

resistance in the readout electronics contributes to an increased
magnitude of sensor signal noise.

The performance of the joint angle mapping model is evalu-
ated by computing the normalized RMSE (NRMSE) and the
R2 value between Θ, and Θ’ in the test set. As each joint
underwent different ranges of motion, NRMSE is more in-
dicative of relative motion monitoring performance between
different monitored joints. NRMSE was calculated by dividing
the RMSE by the range of each joint angle in the test set.
Overall R2 values between Θ and Θ’ were calculated to be
{0.911,0.767,0.830,0.919} and {0.925,0.834,0.847,0.915} for
the left and right sides, respectively. NRMSE for each action,
presented in percentage, was summarized in Table II. Compar-
ison between ground truth and model output joint angles in
the test set was shown in Fig. 8. Different actions in Fig. 8
were separated by a vertical red line and were plotted in the
following order: both elbows bending, front raise, left elbow
bending, jumping jack, lateral raise, row, right elbow bending,
and pectoral fly. The maximum absolute error for each estimated
joint was summarized in Table III. Our smart clothing motion
monitoring system was able to output the eight estimated joint
angles at 50 Hz using a PC workstation with NVIDIA GeForce
GTX 1060 6GB GPU and Intel Core i7-8700 CPU.

IV. DISCUSSION

A. Sensor

The percolation exponent (t) indicates the dimensionality
of the percolation network, which is 2-D for 3-D networks
according to classical percolation theory [36]. With the value of
t typically ranging from 0.5 to 7 in the literature, our fitted value
showed similarity to that of other CNT-based CPCs [29], [36],
[37]. The relatively high percolation threshold in this design
is attributed to reagglomeration during the drying process [38].
Having a higher percolation threshold indicates a higher amount
of CNT required to produce functional sensing material, which
leads to stronger yield strength. Such limitation can be addressed
by increasing drying temperature reduces evaporation time,
which in turn reduces reagglomeration. The effect of drying
temperature will be investigated in future studies.

The tunneling effect model describes an exponential increase
in RRC when the specimen is subjected to an increasing strain
[39], explaining the RRC-strain curve observed in Fig. 4(b). As
shown in Fig. 4(c) and (d), cracks and damage were observed
on the surface and cross-section of specimens with higher CNT
content. It was apparent from Table I that higher CNT wt%
correlates to higher sensitivity, contradictory to observations
made in other studies where higher CNT wt% resulted in lower
CNT concentrations due to the abundance of conductive path-
ways [40], [41]. In this study, the higher sensitivity at higher
CNT concentration can be explained by the increased macro-
structural damage to the nanocomposite at higher CNT wt%,
as indicated by the positive correlation between CNT wt% and
mechanical HS, and higher mechanical HS indicates a higher
degree of macrostructural damage [42].

The stress response shown in Fig. 5(a) displayed greater stress
during the first cycle, indicating the formation of cracks. Flat
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TABLE II
NRMSE OF EACH MEASURED JOINT FOR DIFFERENT ACTIONS

Fig. 8. Comparison of ground truth and model output.
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TABLE III
MAXIMUM ABSOLUTE ERRORS FOR EACH MEASURED JOINT

regions were observed in subsequent cycles, indicating plastic
deformation of the specimens. As shown in Fig. 5(e), the me-
chanical hysteresis ratio decays after cyclic loading, indicating a
more stable macrostructure. Resistance signals collected during
cyclic loading showed a permanent increase in resistance after
the first cycle, indicating that crack formation prevented the
conductive CNT network from returning to its original state,
resulting in permanent changes in electromechanical behavior.
However, in the subsequent cycles, the electromechanical behav-
ior became consistent, showing a stabilized conductive network
in the newly damaged macro-structure. Interestingly, during the
initial release, the resistance first decreased and then increased
to the highest level. This phenomenon finds its explanation in the
stress state experienced by the nanocomposite. When stretched,
the tensile stress caused the conductive pathways formed by
CNTs to break apart in the axial direction, while the transverse
compressive stress pushed the CNT closer, creating new conduc-
tive pathways. Then, during the release phase, the axial recovery
only partially reconstructed the conductive pathways due to
crack formation, resulting in an initial decrease in resistance.
In contrast, the specimen underwent a higher degree of recovery
in the transverse direction, causing a net destruction of the
conductive pathways and a subsequent increase in resistance to
the highest level. Furthermore, in the subsequent cycles, a double
peak phenomenon was observed, which is consistent with other
studies utilizing TPU/CNT nanocomposites for strain sensing
[43], [44], [45]. This phenomenon is commonly attributed to
the competition of destruction and reconstruction of conductive
pathways, with our observation highlighting the impact of the
macro-structural damage. It was also observed that a faster
strain rate delayed the piezoresistivity switch, suggesting that
the faster strain rate aided the reconstruction of conductive
pathways.

As shown in Fig. 6(c), the raw resistance of the sensor decayed
and stabilized after approximately 100 cycles. The decay of the
resistance was mainly attributed to the relaxation of polymer
chains in viscoelastic materials [43], as well as the alignment
of CNT along the stretch direction [40]. The piezoresistivity-
switch strain during the 200 stretch-release cycles showed that
the switch strain in the release cycle was generally lower than
in the stretch cycle, as shown in Fig. 6(d). This observation,
coupled with the more rapid decrease in tensile stress during
release cycles, indicated that the presence of tensile stress aided
the destruction of conductive pathways.

B. Smart Clothing System

No significant deviation was observed between the same
angles on different sides. However, for shoulder Euler angles,
NRMSE of θ was smaller than that of ψ and ϕ in most actions.

This is attributed to θ causing singularity in the first (ψ) and
third (ϕ) rotation axes when it approaches zero; when the first
and third axes are approaching singularity, multiple values for
ψ and ϕ will be valid, causing the joint angle extraction module
to output inconsistent values for ψ and ϕ, leading to larger error.
A similar observation was reported in other work utilizing Euler
angles [13], which is a limitation presented by the choice of
shoulder angle representation. Alternative shoulder joint repre-
sentation, such as angles of the projected humerus on sagittal,
frontal, and transverse planes, may offer potential improvements
to the motion monitoring accuracy.

Front raise and pectoral fly produced the largest overall error
for shoulder angle estimations. This can be attributed to the
limitation of the depth camera-based skeleton tracking system.
The extracted joint angles became increasingly noisy when the
volunteer’s arms approached positions pointing directly at the
camera, as less depth data could be captured by the camera. Both
front raise and pectoral fly involved moving arms towards such
positions. This limitation can be overcome by using a multicam-
era system with the tradeoff of losing portability. The three sets
of actions that isolated elbow motion produced the largest overall
error for e, and the lowest error for shoulder angles. In general,
the different overall error produced by different actions suggests
that errors were higher for actions, which produces large joint
angles.

In addition, significant maximum absolute errors were
recorded. The largest error commonly occurred at peaks of
the joint angles, such as left and right ψ between timestep
2300 and 2500 during pectoral fly, right θ between timestep
2300 and 2500 during pectoral fly, left θ between time-
step 1650 and 1700 during front raise, and right e between
timestep 1900 and 2000 during the row. This is attributed
to the higher degrees of nonlinearity of the sensors at larger
strains, making it more challenging for the model to extract
the relationship between R and Θ in these regions. To facilitate
the training to focus more on the peaks on the angles, the loss
function can be adjusted such that deviation between Θ and Θ’
and penalized severely at high values of ground truth joint angles.
The largest error for left e and ϕ occurred between timesteps
1200 and 1300 during jumping jack where the volunteer took
a pause between the repetitions. This can be attributed to the
model prediction of increasing joint angles based on the pre-
vious timesteps, which suggests the limitation of the model to
accurately extract temporal features. Recurrent neural network
layers may be utilized in addition to CNN layers to better extract
temporal features. Finally, the maximum absolution error in right
ϕ between timestep 1100 and 1200 during pectoral fly could
also be caused by a large spike of noise in the sensor signals.
A more secure integration method such as sewing can improve
the sensor signal quality. The current integration approach is
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susceptible to occasional slippage between the sensor ends and
the smart clothing due to partial tape adhesion loss. This slippage
leads to an incomplete transfer of strain from the smart clothing
fabric to the sensor, introducing additional errors in the sensor
signal. Alternatively, other methods involve adopting a sewable
form factor for the sensor and employing embroidery techniques
to secure the sensor attachment [23], effectively eliminating
relative movement between the sensor and the fabric. Nev-
ertheless, additional research is required to tailor embroidery
equipment for the specific needs of processing soft sensing
threads.

A previous study [46] presented the development of smart
clothing that utilized fourteen commercially available resistive
sensors to measure shoulder joint angles and elbow bending
angles. The average RMSE for elbow angles was reported as
12.65°, and for shoulder angles were 7.31°, 10.21°, and 15.45°
in their work. In contrast, using only ten sensors, the performance
of our smart clothing system represented a significant improve-
ment of 5.81° in RMSE for each measure joint on average. To
the authors’ knowledge, the article [46] is the only known study
that has attempted to estimate both elbow and shoulder angles
simultaneously. However, the ability of our smart clothing to
accurately monitor motion for multiple users was not evaluated.
Future work will focus on multiuser studies to investigate us-
ability and inter-user performance.

V. CONCLUSION

In this article, we have presented the development of a
motion-capturing smart clothing system, from the design and
fabrication of the TPU/CNT strain sensors to the development
of the CNN-based mapping algorithm. Strain sensors with 4 wt%
CNT demonstrated the best signal consistency and sensitivity.
GF of 4.369 was achieved in the range of below 100% strain.
It was concluded that the higher sensitivity was related to the
higher level of microstructural damage, indicated by the higher
mechanical hysteresis ratio. The double peak phenomenon was
investigated, and the cause was attributed to the combination
of the alignment of CNT. A joint angle mapping model was
developed based on a novel CNN architecture, to extract intra-
array correlation and temporal features simultaneously. Motion
monitor performance for elbow bending, front raise, jumping
jack, lateral raise, row, and pectoral fly was evaluated, and
overall NRMSEs of 6.77%, 7.19%, 6.31%, and 8.22% were
obtained for elbow angle, e, and shoulder Euler angles, ψ, θ, ϕ,
respectively. No noticeable inter-array deviation in performance
was observed. Our prototype provides a strong basis for the
advancement of low-cost wearable motion-capturing systems.
In addition to providing quantitative measurements of upper
limb motions, the output of the smart clothing system can be
used to construct skeleton information of the user, enabling
multimodal sensor fusion with skeleton information received
from camera-based systems and IMU-based systems, benefitting
high-level recognition tasks such as activity classification and
user affect estimation. By integrating piezoresistive sensors and
simple readout electronics, we aim to increase the use of smart
clothing-based motion monitoring technology.
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